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THE MAIN CHALLENGES OF ADAPTABILITY OF SWARM INTELLIGENCE ALGORITHMS

Analyzed three swarm intelligence algorithms, namely Ant Colony Optimization (ACO), Bee Colony Optimization (BCO), Par-
ticle Swarm Optimization (PSO) and the adaptability of these algorithms to a dynamic environment. Firstly, the ACO algorithm was
analyzed, the behavior of ants in nature, the purpose of the algorithm, and its shortcomings in a dynamic environment. Then the exis-
ting modifications of this algorithm to changing environments were investigated, namely ACO with dynamic pheromone updating
(AACO), ACO with adaptive memory (ACO-AP), ACO with multi-agent system (MAS-ACO), ACO with machine learning algo-
rithms (MLACO). The advantages and disadvantages of these modifications are also discussed in detail. The software tools that
implement the functionality of this algorithm, such as AntTweakBar, AntOpt, EasyAnt have been mentioned. These software tools
provide an opportunity to develop new modifications of the ACO algorithms and to study existing ones. Furthermore, the capabilities
of the BCO algorithm were clarified and the behavior and parameters of this algorithm were described, its pros and cons in a dyna-
mic environment were investigated. The following BCO modifications were considered: Group Bee Algorithm (GBA), Artificial Bee
Colony (ABC), and open source software: PySwarms, PyABC. The third part of the article investigates the work of the PSO algo-
rithm, its advantages and disadvantages of adaptation to dynamic environments. Dynamic Particle Swarm Optimization with Permu-
tation (DPSO-P), Dynamic Multi-swarm Particle Swarm Optimization Based on Elite Learning (DMS-P50-EL) are considered as
modifications of PSO to adapt to dynamic environments. The libraries for work such as SciPy, DEAP, PyGAD, Particleswarm,
JSwarm (has a wide API and well-written documentation), Dlib have been mentioned. Finally, a comparative table with the most im-
portant properties (resistance to environmental changes, complexity of implementation, the possibility of using for a UAV swarm,
etc.) for all three algorithms was created, a brief description of similar articles comparing algorithms of swarm intelligence was also
made, and the conclusions of the study were drawn.

Keywords: Ant Colony Optimization (ACO); Bee Colony Optimization (BCO); Particle Swarm Optimization (PSO); Adaptation
to dynamic environments.

Introduction / Bctyn

Swarm theory algorithms are an integral part of the
functioning of society; they are used in modern techno-
logies (distributed computing and network optimization),
the military sphere (cyber security and unmanned aerial ve-
hicles), forecasting economic situations (modeling market
trends and detecting changes in economic indicators), and
predicting climate change. Classical swarm theory algo-
rithms have problems with adaptability in dynamic environ-
ments, as they rather designed for use in static environ-
ments. This problem is studied by many scientists such as
Yuhui Shi who researches PSO and its adaptive variations,
as well as Russell Eberhart who is a co-author of PSO and
works on the next versions of the algorithm to improve the
interaction with the dynamic environment, Milorad Jeli¢ is
engaged in improving the adaptability of the BCO algo-
rithm, and Carlos Blum works on the algorithm ACO.

In this subject area, there are many studies on improving
the adaptability of swarm algorithms, but these impro-
vements usually require a large number of hardware resour-

IHpopmauis npo aBTOpIB:

ces, which makes it impossible and expensive to use these
algorithms in a swarm of small unmanned aerial vehicles,
such as a swarm of FPV drones. The relevance of the re-
search is to adapt and hybridize current modifications of
swarm intelligence algorithms to improve adaptability in
dynamic environments using a small number of hardware
resources.

Object of research — the processes and mechanisms of
adaptation of swarm intelligence algorithms in dynamic en-
vironments and their application in automated devices, in
particular, mechanisms of self-organization, interaction,
and optimization of swarm intelligence.

Subject of research — the methods and means of adapta-
tion of swarm algorithms ACO, BCO, and PSO, including
modification strategies, for their effective use in automated
devices under dynamically changing conditions.

The purpose of the work — analyze three swarm intelli-
gence algorithms such as ACO, BCO, PSO, and their adap-
tations and modifications to dynamic environments to apply
them to control a swarm of unmanned vehicles.

To achieve this purpose, the following main research
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objectives are identified:

1. Study the basic algorithms of ACO, BCO, and PSO, which
will provide an understanding of the basic capabilities of
current algorithms and their purpose.

2. Investigate the possibility of adaptation to dynamic envi-
ronments, which will allow investigating what current mo-
difications of these algorithms exist at the moment.

3. Investigate existing modifications of these algorithms for
interaction with a dynamic environment, which will pro-
vide the ability to consider the existing advantages and di-
sadvantages and unexplored problems in the existing mo-
difications.

4. Research software tools that implement these algorithms,
which will help to practically investigate the problems of
adaptability of swarm algorithms in dynamic environ-
ments.

Analysis of recent research and publications. In re-
cent years, swarm intelligence algorithms have gained enor-
mous popularity in the world, as they are used in forecas-
ting economic factors, stock exchanges, the value of crypto-
currency, forecasting weather conditions, tasks of a tra-
veling salesman, and tourist forecasting [7, 10, 11]. They
became most relevant in Ukraine during the war. Many re-
searchers are trying to apply swarm algorithms in unman-
ned aerial vehicles [11, 15].

The article Modeling, Guidance, and Robust Cooperati-
ve Control of Two Quadrotors Carrying a "Y"-Shaped-Cab-
le-Suspended Payload examines the interaction of a swarm
of drones for cargo delivery. It also develops a mathemati-
cal model for controlling the movement of drones carrying
a common load, so that yaw angles, speed and pitch are
synchronized to prevent loss of cargo. Another develop-
ment is a new "Y"-shaped connection for dropping the load.
This connection enables unhooking the load synchronously
due to the controller and the cut-off device on the leg of this
connection. This is better than disconnecting devices on
every drone [17].

The work Air-Ground Collaborative Multi-Target De-
tection Task Assignment and Path Planning Optimization
describes the interaction of several different types of dro-
nes, such as unmanned aerial vehicles and ground drones.
This interaction helps in various fields. For instance in agri-
culture, where an unmanned aerial vehicle controls the ope-
ration of ground-based automated agricultural machinery,
or in intelligence, where a UAV performs the work of a
scout, and ground drones perform various tasks such as mi-
ning/demining, and shooting at the enemy. The work also
describes the rules of interaction of different types of dro-
nes and describes a practical experiment [9].

The scientific work of Ukrainian authors from the Khar-
kiv Aviation Institute is devoted to the use of swarm intelli-
gence algorithms for the design of control of a group of
UAVs. The advantages of using UAVs for such tasks as
monitoring, video recording, patrolling, search and rescue
operations are considered. The article analyzes the algo-
rithms, such as ACO (ant algorithm), BA (bee swarm algo-
rithm), and FA (firefly algorithm). The authors also propose
a hybrid of algorithms for effective management [6].

ACO, BCO, and PSO algorithms are also used to find
the optimal path and can be used in the construction of an
Internet network, cargo delivery [7, 8, 10], in the construc-
tion of flight corridors.

The main problem with these algorithms is that they are
designed for static environments and require development
and modification to adapt to dynamic environments so that

the results of these algorithms are effective, so developers
create new solutions [5, 13, 16, 18].

For example, the GBA algorithm (group bee algorithm)
is an improved version of the BA algorithm (bee algo-
rithm). Its task is to find the optimal solution in a multi-
dimensional space. The BA algorithm is inefficient due to a
large number of parameters and computational complexity,
while GBA uses groups of bees to explore different-sized
decision regions, which results in a reduction in the number
of parameters. The efficiency was proven through 12 test
functions [11].

Research results and their discussion /
Pe3y/ibTaTH AOC/IiAKEeHHs Ta iX 06rOBOPEHHS

Ant Colony Optimization (ACO). Firstly, Ant Colony
Optimization (ACO) will be analyzed. This algorithm is de-
signed for optimization tasks, in particular, the tasks of fin-
ding the shortest paths [10], making schedules, and plan-
ning routing. This algorithm was developed by Marco Do-
rigo and his colleagues in the 1990 s and was written in
Marco Dorigo and Thomas Stiitzle's book "Ant Colony Op-
timization", which was published in 2004. This algorithm
was based on the behavior of a colony of ants looking for
food. One ant (agent) in search of food lays down pheromo-
nes, which attract other ants. The more food and the shorter
the path, the more pheromones the ant lays down and this
gives a great chance that other ants will also follow this
path. In a situation when ants have two paths to food the
following is observed: a shorter and a longer one, in the be-
ginning, the ants will explore both paths and follow both,
but in the process, more pheromones will be laid on the
shorter path because traveling on this path is faster. As a re-
sult, over more passes, more pheromones will be laid and
this will attract other ants. Eventually, they will all shift to a
shorter path with a large quality of pheromones, and thus
the optimal solution will be found. The problem with this
algorithm is that if another shortest path is added to the pre-
vious two, the ants will not use it even if there are more
pheromones on the existing path.

In practice, this algorithm is used in courier services to
find shorter and better delivery routes, the so-called so-
lution to the traveling salesman problem [10]. This algo-
rithm is used by such delivery services [8] as DHL, UPS,
and FedEx. Another application is the use of the ant algo-
rithm in the optimization of traffic lights in Singapore, this
makes it possible to optimize the movement of vehicles in
traffic jams. Similar solutions are found in London, Paris,
Barcelona, Milan, and Los Angeles. Furthermore, this algo-
rithm is practically used by telecommunications companies
to optimize network routes. It allows them to build a more
optimal and high-quality network for data transmission.
Modifications of the ACO algorithm for adaptation in dyna-
mic environments:

ACO with a dynamic update of pheromones (AACO):
this modification of the algorithm is based on the dynamic
evaporation of pheromones, which prompts artificial ants
(agents) to search for new paths, i.e. pheromones evaporate
at each iteration. It is also possible to use a global route tab-
le where ants themselves can decide which route to choose
depending on prospects and regardless of whether there is a
maximum number of pheromones on any route.

Pros: Improved response to changes; Adaptation to
changes is possible; Ability to find better solutions in dyna-
mic environments.
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Cons: Requires more computing resources; Remaining
problem of getting stuck in local optima; Difficulty of
implementation.

ACO with adaptive memory (ACO-AP): This is a mo-
dification of ACO that allows the use of an adaptive me-
mory model. There are two types of memory: short-term
and long-term. The short-term is used to store information
about recently visited vertices in the graph, and the long-
term is about the best paths found. This modification allows
for updating the behavior of ants during the search, which
allows finding the best solutions in a dynamic environment.

Pros: More advanced solutions. Fast achievement of re-
sults. Improved ability to adapt to complex tasks.

Cons: A large number of parameters. Complex interpre-
tation of results.

ACO with multi-agent system (MAS-ACO): This algo-
rithm can use agents/ants that communicate with each other
based on pheromones or based on knowledge about the
task, or hybrid variants of algorithms where both types of
agents are used. Agents with pheromones provide a higher
speed of solving problems, with knowledge about tasks —
higher quality, as they can evaluate the solutions found.
Hybrid algorithms are used where better quality and speed
are needed. This modification differs from the usual ACO
due to the presence of a clear structure, communication
with each other, and the use of both local and global infor-
mation [18].

Pros: Quality. Better coordination and cooperation. Fle-
xibility and adaptability.

Cons: A large amount of data is required for training.
More time is needed to find a solution.

ACO with machine learning algorithms (MLACO):
this is a version that combines ACO and machine learning,
where the ACO algorithm is used to find solutions, and ML
is used to set the direction of the search. The peculiarity of
this algorithm is that each path/vertex of the graph is ini-
tialized with the same number of pheromones and ants vi-
siting these vertices take away a certain quantity of phe-
romones, after each iteration, at the end of the iteration, the
pheromones are updated and those vertices, which are in
the best solutions receive more pheromone. The ML model
is trained on the data over time and this makes it possible to
improve its predictions, which affects the speed and quality
of solutions found by agents.

Pros: Increased productivity. Ability to solve problems
with many parameters.

Cons: Sophisticated hardware. Time to train the model.

Software tools that use the ACO algorithm:

e AntOpt — software developed by OptumlInsight, which uses a
modified ACO algorithm called ACS (use of pheromone up-
date algorithm, use of local search, use of so-called elite
agent/ant) to find optimal solutions in routes and is used in
logistics and telecommunications.

e EasyAnt — a platform developed by Swarm Intelligence Lab
for optimization tasks. The product is open-source and inten-
ded for scientific research purposes to develop new and
improved versions of ACO.

e AntTweakBar — an open-source library developed by NVI-
DIA, also for research purposes to find new modifications of
the ACO algorithm.

Bee Colony Optimization (BCO). This algorithm was
first proposed in 2001 by Dr. Dusan Teodorovi¢. The algo-
rithm simulates the behavior of a swarm of honeybees
searching for food sources. That is, there is a hive with a
certain number of bees, where they are divided based on

their roles (for example, scouts, workers, and observers) [2]
and each bee has its own role. Scouts fly over the fields in
search of the place with the largest number of flowers. Ha-
ving found a target, they return to the hive where, using a
dance (a form of communication), they inform the swarm
about the found target. This dance is also an attempt to agi-
tate the swarm to attract more worker bees to the found area.

After a worker bee has flown to a given area, the bee
has the choice of returning to the same location or follo-
wing another scout bee.

The BCO algorithm uses the modulation of artificial bee
agents that try to find the maximum value of the function
on the solution area. That is when initializing the algorithm,
a certain number of agents (bees) and their motion vectors
are randomly assigned so that they can explore more pos-
sible decision areas. Each iteration consists of two phases:
going forward for search and returning for information
exchange. The output from the algorithm can be specified
by such parameters as the maximum number of iterations,
the maximum processing time, and the value of the global
solution is greater than or equal to the given one.

To improve adaptability, the best global solution is up-
dated and remembered after each iteration, one of the met-
hods to improve this algorithm is to run the algorithm with
the same number of parameters on different processors
where they exchange information about the best global so-
lution [2] after each iteration, this leads to an improvement
in the quality of decisions in the final result.

BCO is used to solve combinatorial problems of any
complexity, as well as in resource allocation, logistics,
energy, and robotics.

This algorithm is used by companies such as Google (to
predict the route in their self-driving cars), Deutsche Te-
lekom (to place mobile towers), and IBM (to balance loads
in their cloud environments).

The problems of standard BCO in dynamic environ-
ments arise from initially set static parameters such as the
number of bees and the exit condition (finite number of
operations, limited processor time) since the quality of the
solution depends on the setting of these parameters. If the
environment changes dynamically, this will lead to the fact
that the solution will be not found or the solution will be of
poor quality.

In comparison, the ACO algorithm and the BCO algo-
rithm are very similar in their structure. However, while the
ant algorithm is looking for the shortest path, the bee algo-
rithm is aiming for the best area of solutions and is more
adapted to environmental changes [6].

In addition to the basic BCO algorithm, there are many
other different modifications inspired by bee swarm be-
havior, such as GBA (group bee algorithm), and ABC (arti-
ficial bee algorithm) [15].

GBA (Group Bee Algorithm) is a group bee algorithm,
based on the group/corporate work of bees, its specificities
are that the algorithm can be executed several times since
scouts work in groups to search for goals, not individually,
and also use joint intelligence to make decisions [11].

Pros: Adaptation to changes. Interaction among groups.
Improved distribution of tasks.

Cons: Setting a large number of parameters. Difficulty
in implementing communication mechanisms.

ABC (Artificial Bee Colony) is an artificial bee colony,
which uses such agents as workers, observers, and scouts.
Scouts are responsible for researching a new solution area.

HaykoBwuii BicHUK HNTY YKpainu, 2024, 1. 34, Ne 5

Scientific Bulletin of UNFU, 2024, Vol. 34, no 5 99



Ordinary workers become scouts after it is impossible to
improve a local solution after a certain number of attempts.
Observers watch workers and choose the most promising
areas. Then they explore their suburbs, while workers
explore the solution area assigned to them [5].

The algorithm works until stopping criteria similar to
those used in BCO are reached. The difference between
ABC and BCO is that ABC focuses on individual bees wor-
king, observing, and searching for new food sources, while
BCO uses the collective behavior of bees to find solutions.

Pros: Ease of implementation. Flexibility to change.

Cons: Slow approach to the optimal solution. Insuffi-
cient search depth.

To improve BCO in dynamic environments, crossing
with other algorithms of swarm theory, artificial intelligen-
ce for better decision-making, dynamic updating of the
number of individuals in a bee swarm, reduction of bee mo-
vement inertia, use of adaptive strategies, forecasting, use
of parallel groups of agents, and fast response to a dyna-
mically changing events can be used.

Software tools that use the BCO algorithm:

e PySwarms is an open-source Python library for visualizing
the optimization process and solving single/multidimen-
sional problems based on bee swarms. This library contains
various implementations of BCO modifications. The library
is most often used for resource allocation and planning tasks,
etc.

e PyABC is another open-source Python library that imple-
ments ABC (Artificial Bee Colony), which is a modified
BCO. It is convenient to configure parameters such as the in-
tensity factor, the size of the swarm, and the number of ite-
rations.

Particle Swarm Optimization (PSO). The particle
swarm algorithm is based on the behavior of flocks of birds
and schools of fish and was first developed by James Ken-
nedy and Russell C. Eberhart in 1995.

This algorithm began as a simulation of a simplified so-
cial environment to simulate a collision-resistant flock of
birds but evolved into an abstract algorithm [7] that is used
in various fields of society. It is used for planning train ti-
metables, university timetables, the location of goods in the
warehouse, planning the expected number of tourists in dif-
ferent places, hotel occupancy, predicting energy network
loads, planning the location of taxis in the city to reduce the
time of getting to the client, location of police cars to mo-
nitor event; and in many other areas.

The idea of the algorithm is to form a certain number of
agents (particles) in the field of research, where each partic-
le is looking for the best solution. The best values are stored
in the best global solution and the particles move towards
the best global solution, but in addition, to avoid local mi-
nima, the particles move towards the nearest neighbor that
has a better position. Briefly, PSO can be described as fol-
lows:

e Initialization of a certain number of agents in the solution
area

e The positions of the agents are randomly assigned, but each
agent has its position.

¢ Agents move towards the best solutions they find.

e Agents also move towards the nearest agents with better so-
lutions.

e The last two points are repeated until the best global solution
is found.

The exit condition can be the maximum number of ite-
rations, the maximum convergence where the particles eit-

her do not move at all or the changes are so insignificant
that it does not give any result, other exit conditions are al-
so possible, such as the maximum operating time of the al-
gorithm or when the algorithm reaches the desired level of
optimization.

The parameters of the particle swarm algorithm are:

e The number of agents in the solution area, this parameter can
be different depending on the needs, a large number of
agents leads to the use of a large number of resources, as
well as a longer optimization time, but the result is finding
better solutions.

e Weights of the global solution — this parameter is denoted as
Cl and it affects how much the particle will focus on the
best global solution.

e Weights of the local solution — this parameter is denoted as
C2 and affects how much the particle will focus on the best
local solution.

e The speed of particle movement — it is set through a function
whose parameters are the position of the particle in the best
local and global solution, and the parameters are the coeffi-
cients C1 and C2, the speed is limited to ensure the stability
of the algorithm.

The consideration of the classical PSO in dynamic envi-
ronments will not be effective. For example, if the best so-
lution appeared in a random position during the operation
of the algorithm, there is a small probability that it will be
found since the agents are grouped and head to the current
best global solution. There are many modifications of this
algorithm and one of them is DPSO-P [13].

DPSO-P (Dynamic Particle Swarm Optimization with
Permutation) is a modification of PSO that provides the
ability to track new best solutions if they appear when the
dynamic environment changes. This is achieved by using
three methods A, B, C, and their hybridization.

e A — when the environment changes, it is a scattering of a cer-
tain percentage (a changing parameter) of agents with the
worst decisions on random positions in the solution area. It is
usually optimal to use 10 % of agents.

e B — zeroing of the best memory of all particles for forced
search of new best solutions.

e C— random perturbation, i.e. changing the position of the
particles by exchanging the coordinates of the particles. The
perturbation occurs randomly during each iteration.

The authors of this algorithm tested and compared the
effectiveness of this DPSO-P algorithm with the basic PSO.
They found that DPSO-P is more effective in most cases
[13], except for the case when PSO uses a large number of
agents, which requires a lot of computing power and time
but leads to better solutions.

Pros: Ability to explore dynamic changes in the envi-
ronment. Permutations of agents.

Cons: Lower quality, with incorrectly selected parame-
ters. Complex implementation.

(DMS-PSO-EL) Dynamic Multi-swarm  Particle
Swarm Optimization Based on Elite Learning — this ver-
sion of the algorithm is based on dividing the population in-
to several sub-swarms, there are two types of swarms to ba-
lance between exploitation and research opportunities.
Swarms work in parallel to explore the solution domain and
share information about the best solutions found. The algo-
rithm can change the number of agents in the swarm and
the number of swarms depending on the optimization task,
as well as train so-called elite agents, which [16].

Pros: Acceleration of solution area examination. High-
quality solutions.
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Cons: Extremely resource-intensive. Algorithm comple-
xity.
Software tools that use the PSO algorithm:

e SciPy, DEAP, and PyGAD are open-source Python libraries
that contain various PSO implementations for finding the
best solutions in the solution area.

e Particleswarm is a MATLAB function used to optimize so-
lutions, the advantage of this function is the solution of prob-
lems for multidimensional spaces. The parameters of this
function are objectiveFunction (this parameter accepts the
function to be optimized), nvars (specifies the number of pa-
rameters to be optimized), Ib and ub (upper and lower
bounds of the variables). The results are placed in the next
variable: x (values of the optimized parameters), fval (best
value of the function), exitflag (exit condition), output (de-

tailed information about the optimization process). Addi-
tional parameters in this function are the inertia weight and
the number of iterations.

e JSwarm is an open-source Java library that has a powerful
API and well-written documentation. This library contains
many examples of work, which makes it easy to learn or get
started. The parameters that can be customized are the
weights for local and global solutions, the number of agents
in the population, and the maximum and minimum values of
the best solution.

e Dlib is a C++ library that has a PSO implementation.

The properties of the ant algorithm, the bee algorithm,
and particle swarm optimization have been demonstrated in
a table (Table 1) for comparison and better understanding.

Table. Comparison of ACO, BCO, PSO algorithms / [TopiBusinus anroputmis ACO, BCO, PSO

ACO

BCO PSO

Adaptable to dynamic environ-

No
ments

No No

The existence of algorithm mo-

Yes (AACO, ACO-AP,

difications to dynamic environ- MAS-ACO, MLACO, ...)

ments

Yes (GBA, ABC, ...)

Yes (DPSO-P, DMS-PSO-EL, ...)

Resistance to environmental

Average (using different types of

to find solutions .
lution)

Low agents makes it possible to track Low
changes
changes)
Use of resources Average efficiency High efficiency Average efficiency
o . | No (the basic algorithm does
Possibility of parallel execution not support the global best so- Yes Yes

Finding optimal ways or so-

Purpose lutions

Finding the optimal solution area

Finding optimal solutions

The possibility to be used for a Finding the optimal route

Exploration and research of terri-

Swarm formation, movement

UAV swarm tories coordination
Software solutions AntTweakBar, AntOpt, Eas- PySwarms, PyABC SciPy, DEAP, PyGAD, P_artlcles-
yAnt warm, JSwarm, Dlib
Complexity of implementation High High Average

As a result of the analysis of the three algorithms ACO,
BCO and PSO, it was found that they are almost not suitab-
le for dynamic environments, and if they are adapted, they
use a significant amount of software resources and require
appropriate modification to implement a swarm of drones.

Discussion of research results. Consider similar artic-
les where current algorithms are compared and hybridized.
In the article about the ACO — PSO hybrid algorithm [12],
two algorithms are compared separately, and their hybrid
algorithm, also for initialisation, a genetic algorithm (GA)
is used. Based on the comparison, it is seen that the basic
PSO is effective by 97.65 according to the Butt function
and by 98.71 according to the Rosenbrock function 98.71.
However, the hybrid algorithm provides improved effi-
ciency results where the results are 98.83 and 99.89 and it
provides a better ability to adapt to dynamic environments.

The following article analyzes the particle swarm algo-
rithm (PSO), the bat algorithm (BA), and the gray wolf al-
gorithm (GWO), where they calculate the quality of algo-
rithms based on the interaction of drones and use a distri-
buted version of each algorithm for the calculation, where
drones can be developed at once in several different direc-
tions. The conclusion based on their comparison is that the
basic PSO is the best with a small number of agents [4] and
a short execution time, and the GWO is the best for a large
number of agents where time is not important.

In the work of the authors Pratama and Suyanto, the
Particle Swarm Optimization (PSO), Firefly Algorithm
(FA), and Bat Algorithm (BA) algorithms are described,

using the comparison by solving discrete optimization prob-
lems, in particular the traveling salesman problem (TSP)
[14], it is therefore the best algorithm for dynamic environ-
ments among the above.

The article "Comparison of Swarm and Graph Algo-
rithms for Solving Traveling Salesman" Problems is based
on a comparison of swarm algorithms and graph algorithms
in the traveling salesman problem (TSP) [3]. The authors
use 22 different TSP problems from the TSPLIB9S library
to compare the efficiency and the result of the comparison
was that graph algorithms prevail over swarm theory algo-
rithms such as ACO and PSO.

The following work examines swarm intelligence algo-
rithms such as Particle Swarm Optimization (PSO) and Cuc-
koo Search (CS) and compares them using the following
functions: Ackley, Rastrigin, and Rosenbrock. Based on the
results the authors concluded that with a small number of
agents, both algorithms work in the same way but when
using more than 50 agents, CS will be significantly more ef-
ficient [1], which is important for dynamic environments.

So, based on the results of the work performed, it is pos-
sible to formulate the following scientific novelty and prac-
tical significance of the research results.

Scientific novelty of the obtained research results — for
the first time, a comparative analysis of swarm intelligence
algorithms such as Ant Colony Optimization (ACO), Bee
Colony Optimization (BCO), Particle Swarm Optimization
(PSO) was conducted, which made it possible to choose the
most suitable ones for group adaptation.
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Practical significance of the research results — an un-
derstanding of how and according to which parameters it is
necessary to select algorithms for use in a group of unman-
ned aerial vehicles, which will make it possible to develop
improvements and hybridization of swarm intelligence al-
gorithms for use in a swarm of unmanned aerial vehicles
using a minimum amount of resources.

Conclusions / BuCHOBKH

This paper investigated the suitability of swarm intelli-
gence algorithms such as ACO, BCO and PSO for control-
ling swarms of unmanned aerial vehicles (UAVs) in dyna-
mic environments in key areas such as the evaluation of ba-
sic algorithms, adaptation strategies, software tools, and
comparative analysis. Such swarm intelligence algorithms
as ACO, BCO, PSO, their possible adaptations and modifi-
cations to the dynamic environment, suitable for the ma-
nagement of a swarm of unmanned aerial vehicles, are
analyzed. Based on the results of the research the following
main conclusions can be drawn.

1. Three algorithms Ant Colony Optimization (ACO), Bee
Colony Optimization (BCO), and Particle Swarm Opti-
mization (PSO) have been studied. It was determined that
they do not adapt well to dynamic environments, use a lar-
ge number of resources for adaptation, and need modified
versions to implement the swarm in unmanned aerial ve-
hicles.

2. Algorithms ACO, BCO, and PSO were considered as well
as their basic implementations and behavior on which they
are based, and problems that may arise in a dynamic envi-
ronment were analyzed. Furthermore, modifications of the-
se algorithms for dynamic environments such as ACO
(AACO, MAS-ACO, MLACO), BCO (GBA, ABC), PSO
(DPSO-P, DMS-PSO-EL) are considered, as well as what
methods they use for adaptation to changes, their advanta-
ges and disadvantages and software tools.

3. To conclude, the basic algorithms of ACO, BCO, and PSO
are not adapted to dynamic environments, since they were
developed for static environments. There are many impro-
vements in the modifications, such as flexible interaction
with dynamic environments, fast response to changes, and
the use of a large number of different types of agents. Ho-
wever, there are also disadvantages, such as the complexity
of implementation and the use of a large amount of compu-
ting resources, which leads to complexity and high cost of
use in unmanned aerial vehicles.

4. Software tools that implement these algorithms were also
considered. Most of them are open source and contain the
implementation of these algorithms, but there are also tho-
se intended for training and development of new modifi-
cations of these algorithms. The research shows that the
largest number of software tools exist for the ACO algo-
rithm.

5. For a better understanding and the possibility of selecting
an algorithm for a specific task, a comparison table of
ACO, PSO, and BCO algorithms was created according to
various properties (use of resources, resistance to environ-
mental changes, complexity of implementation, etc.). Si-
milar articles were also analyzed for a better understanding
of the properties by which swarm intelligence algorithms
were compared by other authors.

The next step of research is the development and impro-
vement or hybridization of swarm intelligence algorithms
for their use in swarms of unmanned aerial vehicles. It will
be particularly focused on the use and construction of a
swarm of FPV drones.
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Hayionanvruii ynieepcumem "Jlvsiécoka nonimexuira", m. JIveis, Yxpaina

OCHOBHI BUKJINKH AIATITALIHHOCTI AJITOPUTMIB POMOBOTO IHTEJIEKTY

[TpoananizoBaHO TpH aNropuTMH poiioBoro intenekty: Ant Colony Optimization (ACO), Bee Colony Optimization (BCO), Par-
ticle Swarm Optimization (PSO) i iX aganTuBHICTh A0 TUHAMi4HOTO cepenoBumia. Oxapakrepu3oBano aaroput™m ACO, MoBemiHKY
Mypax y NPHPOAi, MPU3HAYEHHS alTOPUTMY 1 HEJOJIKM B AMHAMIYHOMY CEPEIOBHII, a TaKOX MOAM(IKAIIl IBOTO aIrOpUTMY 10
MimmuBux cepeosunl: ACO 3 nuHamMivHEM OHOBICHHSM (epoMoHiB (AACO), ACO 3 agantusHOIO mam'stTio (MAS-ACO), ACO 3
anroputMamu MamuHHOTO HaBdaHHS (MLACO). IIpoananizoBaHo mepeBaru i HeTOMIKH OUX Moaudikarii. JlocmimKkeHo nporpaMHi
3acobu AntTweakBar, AntOpt i EasyAnt, siki peanizytoTh (yHKIIIOHAT IIbOTO aJrOPUTMY, & TAKOX HAIAI0Th MOXKIUBICTH PO3pOOIIs-
TH HOBI Moaudikarii anmroputmiB ACO 1 gocmikyBaTH HasBHI. 3'icoBaHO MOXIUBOCTI anroputMy BCO i onrcaHo MoBeiHKY, Ha-
paMeTpu LBOro AIrOPUTMY, JOCHIIKEHO HOro MepeBaru i HeIOMiKM B AMHAMIYHOMY cepeoBHili. Po3risHyTo Moaudikarii Group
Bee Algorithm (GBA), Artificial Bee Colony (ABC) i nporpamsi 3aco6u 3 Bigkputum koxom PySwarms i PyABC. JlocmimkeHo
ocobmmBocTi poboTtn anroputmy PSO, #oro nepeBaru it HeTOMIKM MIOA0 MPUCTOCYBAHHSA 0 IMHAMIYHUX cepenoBuml. [Ipoanamizo-
BaHo anroputMu Dynamic Particle Swarm Optimization with Permutation (DPSO-P), Dynamic Multi-swarm, Particle Swarm Opti-
mization Based on Elite Learning (DMS-PSO-EL) six Mmomudikamnii armropurmy PSO mns aganrarmii 1o AHHAMIYHEX CEPEIOBUIIL, a Ta-
ko3 6i0mioTexn mis poboru 3 Humu SciPy, DEAP, PyGAD, Particleswarm, Jswarm (mae mupoke API i no6pe Hanmcany 1oKyMeH-
tariro) ta Dlib. Po3pobieHo mopiBHsUTbHY TaONHUIIO 3 HAMOLTBII 3HAYYIIUMH BIACTUBOCTSIMU BIJTIOBITHUX AJITOPUTMIB 1 1X Moudi-
Kalliil, TAKUX K CTIHKICTh 10 3MIHU CEPEIOBUINA, CKIAIHICTh pealti3allii, MOXKIUBICT BUKOpHUCTaHHS i poro BITJIA. 3po6ieHo ko-
POTKHI aHAIII3 CXOXKHX IyOJTiKamii, /ie MOPiBHIOIOTH AJTOPHUTMH POHOBOTO IHTEJIEKTY, HaBeJICHO OCHOBHI BHCHOBKH II0/I0 ITPOBEIC-
HOTO JIOCII[PKEHHSI.

KimouoBi cioBa: onrtumizanis koionii mypax (ACO); ontumizanis 6mkonuaux koioHiid (BCO); ontumizaliis poro 4acTHHOK
(PSO); apanramist 10 TMHAMIYHOTO CEPEIOBHIIIA.
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